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Abstract: Nuclear S-decay plays a pivotal role at various stages of stellar evolution. However, the effective decay

rates of nuclei in astrophysical environments may differ significantly from their laboratory values. This paper

presents a detailed methodology for calculating nuclear half-life under the influence of temperature, electron density,

ionization, and incomplete thermal equilibrium. We analyze the impact of astrophysical conditions on the f-decay of

2Al, PFe, ™Se, and 2®Pb, revealing substantial variations in their effective half-lives within stellar environments.

These changes lead to significant differences in nucleosynthetic yields, underscoring the critical importance of ac-
counting for environmental effects when modeling nuclear decay rates.
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I. INTRODUCTION

In nuclear astrophysics, the prediction of elemental
abundance relies on incorporating nuclear reaction rates
and decay rates into stellar models to simulate nucleosyn-
thesis processes. This approach is fundamental for under-
standing the origin of elements in the universe. Nuclear
[-decay plays a pivotal role at various stages of stellar
evolution. Understanding nuclear decay rates in astro-
physical environments is essential for unraveling the ori-
gins of elements in the universe. However, nuclear decay
rates in stars can differ markedly from those observed on
Earth.

Pioneering work by Cameron [1] demonstrated the
importance of thermally populated excited states in en-
hancing decay rates. Specifically in stellar environments,
nuclei are frequently excited by high-energy photons,
leading to decay rates that differ significantly from those
of ground states. Moreover, Bahcall [2] as well as
Peterson and Bahcall [3] highlighted that elevated elec-
tron number density enhances electron-capture (EC) rates
by supplying more high-energy electrons, while simultan-
eously suppressing B~ decay through Pauli blocking (oc-
cupied final electron states) [4]. Notably, in high-temper-
ature (T>1 T,(10” K)) and high-density (p> 10°g/cm?’)
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stellar interiors, elements undergo partial or complete
ionization. As a result, the effective nuclear charge in-
creases significantly, suppressing charge shielding ef-
fects. Furthermore, complete ionization eliminates bound-
state electron capture (EC) due to the absence of orbital
electrons. Most critically, ionization induced mass adjust-
ments modify nuclear Q-values, enabling otherwise for-
bidden decays [5]. This effect is magnified for nuclei
with laboratory measured f-decay O-values that are small
or marginally negative [6]. For example, the O-value of
B~ decay for fully ionized 2Tl is 31.1(5) keV in the stel-
lar interior, whereas the (-value for its neutral atom is
—50.6 keV under laboratory conditions.

Temperatures and densities can vary greatly in differ-
ent nucleosynthesis environments. Therefore, stellar plas-
mas, where nucleosynthesis occurs, are not always fully
ionized, and when thermodynamical conditions affect the
ionization degree of the involved atoms, the f-decay pro-
cess of their nuclei can also be strongly modified. Such
an effect was first shown in the seminal work by Taka-
hashi and Yokoi published in 1987 [7]; after 35 years,
these values are still the most used in calculations of stel-
lar and primordial nucleosynthesis. It is assumed that the
initial nuclear states are in thermal equilibrium. The as-

* Supported by the National Natural Science Foundation of China (12475151, 12405164), the Continuous-Support Basic Scientific Research Project

(BJ010261223284)
¥ E-mail: zhliciae@163.com

©2025 Chinese Physical Society and the Institute of High Energy Physics of the Chinese Academy of Sciences and the Institute of Modern Physics of the Chinese
Academy of Sciences and IOP Publishing Ltd. All rights, including for text and data mining, Al training, and similar technologies, are reserved.

094110-1


http://orcid.org/0009-0008-1711-7703
http://orcid.org/0000-0001-5206-4661
http://orcid.org/0000-0003-4492-8620
http://orcid.org/0000-0002-1666-7307
http://orcid.org/0000-0001-9826-1230
http://orcid.org/0009-0007-1553-1794
http://orcid.org/0009-0001-9871-0339
http://orcid.org/0000-0002-4103-0359

Chao Dong, Zhi-Hong Li, Ge-Xing Li et al.

Chin. Phys. C 49, 094110 (2025)

sumption of instantaneous thermal equilibrium may fail
for nuclei exhibiting metastable isomers [7], such as “°Al,
and internal y transitions from the isomer (0*) to the
ground state (5*) are inhibited by the large spin differ-
ence. Here, equilibration between isomeric and ground
states occurs indirectly via intermediate levels [8]. Ward
and Fowler [8] proposed a generalized framework for
multi-level equilibration. However, their model neglects
the critical effects of ionization degree and electron num-
ber density, which dominate in high-temperature stellar
plasmas.

This study established a unified computational frame-
work for f-decay rates in astrophysical environments, ex-
plicitly integrating four critical parameters: temperature
(7), electron number density (n,), ionization states, and
nonthermal equilibrium corrections. The effective decay
rates of *’Fe, ”Se, and *°Pb were calculated using the
latest experimental data.

II. METHODOLOGY

In stellar environments, nuclei are frequently excited
by high-energy photons, leading to the population of low-
lying excited states, as illustrated in Fig. 1. The evolution
of the abundance between the excited states is described
by the following equations [9]:

dn
— = _/lmn m T /lom 0 _/lB ms 1
o n n,—An (D
dn,
C’l/lt = /lmonm - /lomno - ﬂgno' (2)

The subscripts m and o indicate the excited and ground
states, respectively. n is the abundance of the level. A2
represents the f-decay rate of level m. A, represents the y
transition from level m to level o, which consists of spon-
taneous transitions and is stimulated by photons; it is ex-
pressed as

/ls
_ mo
Amo = 1 — e~ (Ew—Eo)/kT’ 3)

where A%

mo

represents the spontaneous y transition from

Fig. 1. Internal equilibration of a single excited state and the
ground state of a nucleus.

level o to level m. T is temperature, kp is the Boltzmann
constant, and £ is the energy of the nuclear level. 4,,, rep-
resents the induced transition from level o to level m and
is expressed as

Gn A
4)

Aom = G, eEn-EJIT _ 1’

where G is the partition function of nuclear level. For the
case of internal equilibration, the abundance ratio of the
two levels is given by

@ _ Gm exp(_Em /kBT) (5)
n, - Gm exp(_Em/kBT) + Go exp(_Eo/kBT) ’

The effective decay rate 4 is derived from the weighted
average of the f-decay rates at different nuclear levels [7,
10]:

A=Y Px- X
K

_ Ggexp(~Ex/kgT)- Ay
>k Grexp(=Ex/kgT)’

(6)

where the subscript K represents the nuclear level. Py is
the layout probability at thermal equilibrium. Ax and Eg
are the decay rate and energy, respectively. 7 is temperat-
ure.

In some cases, internal y transitions from the isomer
to the ground state are inhibited by the large spin differ-
ence, necessitating equilibration through an intermediate
state, as illustrated in Fig. 2. The evolution of the abund-
ance between the three levels for the nuclei is expressed
as

dn;
ditj = —/ljonj—/ljmnj—/l’fnj+/l(,jno+/lmjnm, (7)
d m
(;ll = _/lmonm + /ljmnj - Afnnm + /lomno - Amjnma (8)
J
m_him xm\
B
Mol i e o \ X
B
= \ Am
B
Ao

Fig. 2. Internal equilibration of a three-level nuclear system.
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dn
dito = /ljon_,« + /lmonm — /lg

n,— /lojno - /lamntr (9)
Ward and Fowler [8] provided general numerical calcula-
tions for this case. The rates of change of the abundances
n of the nuclear levels can be writen by the coupled set of
first order differential equations in matrix form as

d
—N=T-N, 10
& (10)

where T is the f-decay and internal electromagnetic
transition matrix [8] that follows from Egs. (7)—(9), and

ny(t)
N=<{n,@ ;. (11)

n;(t)

The general solution to this equation is of the form
N(1) = ZN,-e-M (12)

where N; and —2; are the eigenvectors and eigenvalues of
T, respectively. By definition, the effective decay rate 4 is
expressed as

—A;t
_ Z i N, ,‘/ll‘e ( 1 3)
N(@)
At the temperature of interest, for a sufficiently long time,
if 43 < A, and A; < Ay, the effective decay rate A ~ A;.
Meanwhile, in the stellar environment, the nuclei may
have different ionizations, such as bare nuclei, incom-
pletely ionized atoms, and neutral atoms. A is derived
from the weighted average of decay rates at different ion-
ization as follows [7]:

A=Y P,

= 2Ny (14)

SN,

where the subscripts » and r+1 represent r-times and
r+1-times ionized, respectively. N, and P, are the
abundance and probability of the ion, respectively. The
ionization probability of atoms in the stellar environment
can be obtained from the Saha ionization equation [11]:

G,
Nyi 2b,, 2nkgT) ¢, (15)

N, 2b, n

where b, is the partition function of the r-times ionized
atom, /4 is Planck's constant, and I, is the ionization po-
tential. In addition, electrons in an atom or ion can also be
thermally excited in the same way as nucleons. Ag, is
given by the following equation [7]:

Agr= Y Pidis
k
Zk: grexp(—ey/kgT) Ak x

Zk:gk exp(—ex/kgT)

(16)

where the subscript k is the level of the atom or ion. g is
the partition function of the ion. A, is given by the fol-
lowing equation [7]:

In2

Fr o> (17

/ll(,r,k =

where m=a, Inu, lu, and 2u represent allowed, non-
unique first-forbidden, unique first-forbidden, and unique
second-forbidden transitions, respectively. ft is the com-
parative half-life. For free electrons (positrons) to be
emitted or captured, f,, is the phase space integral, given
by [4, 12—14]

= /°° WNW2 - 1(Q;; + W) Fo(Z,W)S ,.(Z,W)
W,

min

G.(W)(1 =G (Qi;+ W)W,

(18)
[
= WNW2 = 1(Q;;— WY Fo(=Z+ 1, W)
1
Su(=Z+1,W)(1 =G ,(W)(1 -G, (Q;;— W))dW,
(19)
Qij
£ = WNW2 = 1(Q;;— WY Fo(Z+1,W)

1
Su(Z+ 1L, WY1 =G (W)(1-G(Q;;— W))dW,
(20)

e = /‘X’ WVYW2 - 1(Q;; + W)zFO(_Z’ W)S w(=Z, W)
W,

min

G,(W)(1 -G (Qij + W))AW,
2
where W is the total, rest mass, and kinetic energy of the

electron or positron in units of m,c?. Z is the proton num-
ber of the parent nucleus. Q;; is the decay energy between
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the initial state of the parent i and final state of the daugh-
ter j in units of m,c?. Wy, is the lowest energy of the
electron (positron) in the S-decay in units of m,c?:

1, for Q;; > -1,
Wnin = Qu . (22)

’Qij , for Q;<-1,

F(Z,W) is the Fermi function [14—17]:

for m = a, Inu,

form=1u, . (23)

Fo(Z, W),
F(Z,W)=4 F\(Z,W),

F,(Z,W), form=2u,

where

azZw |
I( 1—a222+i'
VW2-1)

IF(1+2 V1 - 222

X(ZR W)z(m_l)exp <ﬂ) ,

2
(24)

Fo(Z,W)=4

azZW |

VW -1)
IF(1+2V4—a2Z2)p
X (2R W)Z( Va-a?72-2) exp <ﬂ) ,
W21
(25)

[(V4-a?Z2 +i

F(Z,W) = 4!)?

and

azZw |
I'( 9—azZz+i‘
VWZ=1)
41 +2V9—a2Z2)2
X QRNWE 17077 e  T02W )
w2 -1
26)

Fy(Z,W) = (6!)?

1
where o~ 137 is the fine structure constant, I" is the

gamma function, and R is the nuclear radius in units of
h/mec. S,,(Z,W) are the spectral shape factors [13, 15, 16]:

Ly for m = a, Inu,
Sa(Z,W) = < (W,)’Ly+9L, for m = 1u,
(W)*Lo +30L;(W,)*> +225L, for m = 2u,
27

where W, is the neutrino energy in units of mec®. Ly, L,
and L, are certain combinations of electron radial wave
functions evaluated at an appropriately chosen nuclear ra-
dius R [13, 15, 16, 18]:

14+ V1 —-a?22
Ly= — (28)

_Fi(ZW)W?-12+ V4—a?Z?
T FoZW) 9 4 ’

L (29)

and

A (W2 —1)? 3+ V9-a2Z?
T Fo(ZW) 225 6 '

(30)

The last two terms of the phase space integal f,, are
related to the electron, positron, and neutrino distribu-
tions. G., G,, and G,are the Fermi—Dirac distribution
functions of the electron, positron, and neutrino:

1
Ge= —= (3D
l+e
1
Gy = — s (32)
l+e
1
GV = T & (33)
1+ew

where E,, E,, and E,are the energies of the electron,
positron, and neutrino in units of MeV, respectively. Ur
is the Fermi energy of the electrons in units of MeV. The
relation between Fermi energy and electron number dens-
ity is given by [4, 13]

3 [ee)
oY, = (mff) / WVW2—1(G,~G,)dW .  (34)
mh NA
1

The chemical potential of the electron for given values
pY, and T can be obtained by iterating Eqgs. (31), (32),
and (34).

For the bound-state 8~ decay and bound-state (orbit-
al) e capture processes, f, is the lepton phase volume
part, given by [17, 19]

fn = Zo—x (r/2)[ feor g,] 2ijS (s (35)

where o, describes the vacancy (for bound-state 8~ de-
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cays) or occupancy (for orbital e captures) of the elec-
tron orbit x and lies between zero and unity. [g, or f,] is
understood to be the larger component of the electron ra-
dial wave functions evaluated at nuclear radius R, which
can be obtained by RADIAL with self-consistent method
[20]. Here, S, are the spectral shape factors, given by
[17, 19]

1 for m=a,lnu and x=ns;;,npip

w for m=1u and x =ns;p,npix
Sme=14 9 . (36)

ﬁ for m = 1u and x=np3/2,nd3/2

0 otherwise

III. EFFECTIVE DECAY RATES OF *Al, ®Fe, "*Se,
AND 2Ph IN STELLAR INTERIOR

Having established the methodology for calculating
the effective decay rates, we now present the results ob-
tained under various astrophysical conditions.

In B*-decays, contributions from continuum and or-
bital electron capture processes are included, while in 8-
decays, those from the bound state 8~ processes are taken
into account.

A. %Al

The nucleosynthesis of the observable long-lived ra-
dioactive nuclides *°Al (T,,=0.717 Myr) and *Fe
(T, =2.26 Myr) is an important constraint on stellar
models [21]. The abundances inferred from y-ray astro-
nomy may have important implications for rotationally
induced mixing, convection theory, mass loss theory, the
initial mass function for massive stars, and the distribu-
tion of metals in the Galaxy [22].

However, the predicted yield ratio ““Fe/**Al is larger
than the experimental value [21]. Studies have shown that
the main source of theoretical prediction uncertainty is
the reaction cross section of the generation and destruc-

Table 1. Log s values for the decay of **Al—**Mg [4].
Transitions Log ft
g.8.—1.809 MeV 14.18
£.5.—2.938 MeV 13.35
0.228 MeV—g.s. 3.48
0.417 MeV —1.809 MeV 3.63
0.417 MeV —2.938 MeV 4.66
1.058 MeV —g.s. MeV 4.01
1.058 MeV —1.809 MeV 3.36
1.058 MeV —2.938 MeV 4.63

tion of these isotopes. The Log fr values of *°Al and *Fe
are listed in Tables 1 and 2, respectively. Therefore, to
constrain the yield ratio “°Fe/*°Al, it is necessary to calcu-
late the decay rate. Internal y transitions from the isomer
(0*) to the ground state (5*) of Al are inhibited by the
large spin difference. Thus, thermal equilibrium cannot
be established between the ground state and first excited
state, but it can be achieved through an intermediate state
[8, 9, 23]. The y decay rates of Al (internal) are listed in
Table 3.

In this case, the method of Runkle [23] is used to de-
scribe the internal behavior of the system (equilibration)
at high temperatures. The evolution of the clusters can be
written as

d
$(1 + o) = — no[/lff + Coo( Ao + A3 + /1[23)]

+ nm(/lan + C3m/132)9 (37)

d
3 L+ Canttn) = =11 [ + Ao — Cyn(Aza + )]

+ noCao( Aoy + A23). (33)

where the subscripts o, m, 2, and 3 refer to the ground
state, isomer, 417 keV, and 1058 keV states, respectively.
The S decay rates A? for each level are obtained by Egs.
(15)~(36), which are different from those of Runkle [9,
23] in that the effects of electron number density, chemic-
al potential, and ionization are ignored. The factors ¢;; are
the thermal equilibrium abundance c;; ratios

G ter-epnt, (39)

C,‘jzf

G,

This can be recast as a matrix equation

Table 2. Log fr values for the decay of ¥Fe—*Co.
Transitions Log ft
2.5.1.099 MeV 6.7 [24]
.5.-1.292 MeV 5.98 [24]
0.473 MeV—-gs. 5.41 [21]
0.571 MeV—gss. 5.55[21]

Table 3. Electromagnetic transition rates of 2°Al [23].

Transitions Multipolarity As™H
0.417 MeV —g.s. E2 6.88x10°

0.417 MeV —228 MeV M3 0.062
1.058 MeV —417 Mev E2 7.24x10°
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d
—N=T-N, 40
& (40)

where T is the transition matrix that follows from Egs.
(37) and (38), and

(1 +C20)na(t)
N= . (41)
(1 +C3m)nm(t)

The smaller eigenvalues A of T are related to the effect-
ive decay rate of 2°Al [23].

The effective decay rate of *°Al is depicted in Fig. 3,
illustrating the significant impacts of temperature and
electron number density on its decay behavior. As the
electron number density increases, the chemical potential
of electrons rises, leading to an enhancement in the elec-
tron capture decay rate. The electron density dependence
of positron emission is negligible in most cases of in-
terest. With an increase in temperature, the decay rate of
electron capture increases significantly owing to the in-
crease in the contribution of excited states. At temperat-
ures between 0.2 Ty and 0.4 Ty, the decay rate exhibits
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Fig. 3. (color online) Effective decay rate of Al as a func-
tion of T and n,. (a) Effective total decay rate A, of °Al as a
function of T and n,. (b) Effective electron capture decay rate
A of Al as a function of T and n,. (c) Effective decay rate
Ag+ of Al as a function of T and n, .

minimal dependence on the electron number density. This
is because the thermal layout rate from ground state pop-
ulation to the first excited state is smaller than the f-de-
cay rate of the first excited state at lower temperatures. In
this case, the actual decay rate of the first excited state
will be determined by its thermal layout rate, which is in-
dependent of electron number density. As the temperat-
ure continues to increase, the thermal equilibrium rate be-
gins to exceed the f-decay rate. At this point, the interior
of the nucleus can reach thermal equilibrium so that the
effective decay rate of the nucleus is not restricted by the
thermal layout rate. When incomplete thermal equilibri-
um is considered, the effective decay rate of the nuclei is
smaller than the thermal equilibrium because of the re-
striction of the thermal layout rate at lower temperatures.
Our calculations show that the effective decay rate is
amplified by a factor of 10' when the effects of the ce-
lestial environment are taken into account. This has a sig-
nificant effect on the production of *°Al in the star.

B. *Fe

As mentioned above, to constrain the yield ratio
Fe/**Al, Gao et al. [21] measured the B(GT) of the low
excited state of *Fe to calculate the effective B~ -decay
rates and showed that the “’Fe production yield of an 18
solar mass star by *Fe(n, y) reaction is decreased signific-
antly by 40%. However, the effect of electron number
density and ionization was ignored in their research. To
study the yield of ®Fe, it is necessary to consider the en-
vironmental impact more comprehensively.

The effective decay rate of *’Fe is calculated by con-
sidering the influences of temperature, electron number
density, and ionization, as shown in Fig. 4. With an in-
crease in temperature, the decay rate of *Fe increases by
up to 1000 times. In contrast, the decay rates decrease
with increasing environmental electron density. When the
electron number density is 10%, the effective decay rate
is reduced by a factor of 10. When the electron number

n=10%
n =107
n=10%
ne=1029 -
n=10% ]
n=10""

n_=10%
A

effective decay rate A[s™]

0.1 1 10
T[GK]

Fig. 4. (color online) Effective g~ decay rate 15~ of *Fe asa
function of 7 and n,.
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density n, is greater than 10%, the effective decay rate of
*Fe is significantly reduced. This leads to an increase in
the production of ®’Fe in the stellar interior.

C. "Se

"Se is a branching point in the slow neutron capture
process (s-process), with relevant implications in nucle-
osynthesis and stellar models. The products of the s-pro-
cess nucleosynthesis after ’Se are the s-only isotopes
082Ky, whose solar system abundances are accurately
known. The Log f¢ value of "Se is listed in Table 4. The
ground state half-life of Se is 0.327 My, and its first ex-
cited state is 2 h. Therefore, the half-life of 7Se is sensit-
ive to the temperature of the stellar interior. This informa-
tion, in conjunction with the decay rate of "Se, allows
one to extract reliable conditions for temperature and
neutron and electron number densities. The effective de-
cay rate of ’Se was given by Takahashi and Yokoi in
1987 [7]. However, the ground state of ’Se was missing
from their calculations, and the decay rates of the first ex-
cited and ground states were updated.

The effective decay rate of "’Se was obtained using
the latest data, as shown in Fig. 5. The effective decay
rate of "’Se is very sensitive to temperature. As the tem-
perature rises, the effective decay rate of "Se increases
by five orders of magnitude. In contrast, the decay rates
decrease with increasing environmental electron density.
In summary, the effective decay rate in the environment
of interest is significantly greater than that on earth. This
results in a lower yield ratio of **Kr/*’Kr. This is of great
significance to the study of the s-process.

D. 2%Pb

As a unique pure s-process nucleus, **’Pb can be used
not only as a unique nucleosynthesis tracer but also as a
205ph-205T] clock to time the evolution of elements [26]. In
conclusion, **Pb provides a unique opportunity to study
s-process nucleosynthesis, which has important implica-
tions for the study of cosmic evolution and solar system
formation. This was analyzed by Dong et al. [27], and the
origin of **Pb in the solar system was investigated. At
the temperature of interest, the layout probability Px of
the first excited state of **’Pb is relatively large, as shown
in Fig. 6. The decay rate of the first excited state (2.32
keV) is much greater than that of the ground state for this
isotope. Thus, the effective decay rate of **Pb is very
sensitive to temperature. Meanwhile, the higher electron
number density can greatly increase the electron capture
rate in the stellar interior. To obtain the yield of **Pb, it
becomes crucial to calculate the effective decay rate of
205pb, In 2024, Leckenby [28] measured the bound-state
B~ decay of **TI to determine the Log ft value of the
first excited state of **Pb, which further constrained the
uncertainty brought by the input.

The ionization probability P, of **’Pb obtained using

G

<,

S,

o

10"

effective decay rate ALs™]

10-13 1
0.01 0.1 1

T[GK]

Fig. 5. (color online) Effective g~ decay rate 15 of “Se asa
function of T and n,.

10°
I
10"
4
[
107
10°
0°
10°
10-1 - . la—
. o - SOppe g =q0®
. ’ e
p_“- N ZDSPb‘(g&' ne=1026 "
‘ toL L oL20sppe 4077,
. . ; 205Pb7g', n:=1 027"
10% ) e <29pp® n =107
.. - 205pp79+ ne=102§
. - \:zospbem' ne=10w
! ——#5pp™*, n =102
. i * | lI
10° 2x10" 4x10" 6x10" 8x10" 10°
T[GK]
Fig. 6. (color online) Thermally populated probability Pk

and ionization probability P, as functions of 7 and n.. (a)
Thermally populated probability Px of *°*Pb as a function of 7'
and n,. (b) Ionization probability P, of ***Pb as a function of
T.

the Saha equation varies with temperature and density, as
shown in Fig. 6. The ionization probabilities of **’Pb***
and 2®Pb”" in different environments are shown. In the
celestial environment of interest, **>Pb**" is the main com-
ponent, in addition to a large number of highly ionized
states. When the temperature is0.1 79— 0.3 Ty, there is a
large amount of highly ionized *Pb. In this case, orbital
electron capture significantly increases the decay rate.
The latest data in Table 5 were used to calculate the
effective decay rate of *>Pb, as shown in Fig. 7. As the
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Fig. 7. (color online) Effective electron capture decay rate

.. of *Pb as a function of temperature and electron number
density.

temperature increases, the decay rate of *Pb increases by
a factor of 10%. With an increase in temperature, the
thermal distribution probability of the first excited state
of 2.32 keV increases, and the decay rate becomes faster.
The decay rate of **Pb from temperatures of 0.002 to
0.05 Ty are enhanced significantly by the thermal popula-
tion of the first excited state. Above 0.05 Ty, the rate de-
creases owing to increasing ionization, which reduces the
available bound electrons to be captured. The electron
capture rate increases with increasing electron number
density. In summary, the decay rate of **’Pb is sensitive
to temperature and electron density. To study the abund-
ance ratio of *Pb/”®Tl in the early solar system, it is ne-
cessary to consider the influence of the environment on
the decay.

IV. SUMMARY

In this study, we developed a comprehensive frame-
work for calculating the effective decay rates of nuclei in
astrophysical environments, incorporating the effects of
temperature, electron number density, ionization, and
nonthermal equilibrium. Using *°Al as a case study, we
addressed the challenge of incomplete thermal equilibri-
um due to large spin differences in internal y-transitions

Table 4. Log f7 values for the decay of ”Se—"’Br.

Transitions Log ft
g.8.—>g.S. 10.8
0.096 MeV —g.s. 4.7 [25]
Table 5. Log fr values for the decay of **’Pb—?"°Tl.
Transitions Log ft
g.5.—>g.s. 12 [7]
0.00232 MeV—g.s. 5.91[27]

0.262 MeV —gss. 6.5[7]

between the isomer (0*) and ground state (5%). This ex-
tends the work of Takahashi and Yokoi [7] by providing
a more nuanced understanding of nuclear decay in stellar
environments. We also calculated the effective decay
rates of *’Fe, "°Se, and **’Pb using the latest experimental
data. Our results demonstrate that these decay rates vary
significantly under the influence of astrophysical condi-
tions, with particular sensitivity to temperature and elec-
tron density.

Notably, we found that the inclusion of electron num-
ber density in the decay rate calculation for *Fe, a factor
overlooked by Gao [21], provides a more accurate repres-
entation of its astrophysical behavior. These findings
have important implications for nucleosynthesis models.
For instance, the yield ratio of ®“Fe/*°Al is significantly
altered when environmental effects are considered. Fur-
thermore, our results highlight the sensitivity of branch-
ing ratios in the s-process to astrophysical conditions, of-
fering new insights into elemental abundance patterns.

In conclusion, our study underscores the importance
of considering astrophysical environmental effects on
nuclear decay rates, providing new insights into the ori-
gin of elements and constructing astrophysical nucleosyn-
thesis. Future studies should extend this framework to
other nuclei and explore additional environmental factors,
such as magnetic fields and nonthermal equilibrium. Such
studies will further refine our understanding of stellar
evolution and the origin of elements in the universe.
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