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Cross section measurement for the 2*Th(n, f) reaction in the 4.50—5.40 MeV

region using a time projection chamber®

Haofan Bai (175M1)' Han Yi (513)>
Zepeng Wu (BSEES)"
Tieshuan Fan (B£4k44)!

Yankun Sun (#M{a3)>*  Yiwei Hu (52546)"  Jie Liu (X)7%)!
Cong Xia (HIH)! Wenkai Ren ({E3C8l)!  Wentian Cao (& SCH)!
Guohui Zhang (3K[E#)!"® Ruirui Fan (B2%%i1)>°  Yang Li (Z5FF)>
Wei Jiang (#1%)>* Yonghao Chen (%7k#5)>*  You Lv (Bi#)*>® Changjun Ning (7°% 7%5)**
Weihua Jia (B1fi4€)**° Zhiyong Zhang (5K&7K)*’® Haolei Chen (ER7%)*" Zhen Chen (JEH)%
Maoyuan Zhao (X3 JH)®” Changqing Feng (£} #)%” Shubin Liu (XH#)*7

IState Key Laboratory of Nuclear Physics and Technology, Institute of Heavy Ion Physics, Peking University, Beijing 100871, China
“Institute of High Energy Physics, Chinese Academy of Sciences, Beijing 100049, China
3Spallation Neutron Source Science Center, Dongguan 523803, China

“National Key Laboratory of Intense Pulsed Radiation Simulation and Effect, Northwest Institute of Nuclear Technology, Xi' an 710024, China
*Department of Nuclear Science and Technology, School of Energy and Power Engineering, Xi’an Jiaotong University, Xi’an 710049, China

“State Key Laboratory of Particle Detection and Electronics, University of Science and Technology of China, Hefei 230026, China
"Department of Modern Physics, University of Science and Technology of China, Hefei 230026, China

Abstract: Accurate cross sections of neutron induced fission reactions are required in the design of advanced nuc-
lear systems and the development of fission theory. Time projection chambers (TPCs), with their track reconstruc-
tion and particle identification capabilities, are considered the best detectors for high-precision fission cross section
measurements. The TPC developed by the back-streaming white neutron source (Back-n) team of the China Spalla-
tion Neutron Source (CSNS) was used as the fission fragment detector in measurements. In this study, the cross sec-
tions of the **Th(x, f) reaction at five neutron energies in the 4.50-5.40 MeV region were measured. The fission
fragments and o particles were well identified using our TPC, which led to a higher detection efficiency of the fis-
sion fragments and smaller uncertainty of the measured cross sections. Ours is the first measurement of the >*Th(n,
/) reaction using a TPC for the detection of fission fragments. With uncertainties less than 5%, our cross sections are
consistent with the data in different evaluation libraries, including JENDL-4.0, ROSFOND-2010, CENDL-3.2,
ENDEF/B-VIIL.0O, and BROND-3.1, whose uncertainties can be reduced after future improvement of the measure-
ment.
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I. INTRODUCTION

The importance of the accurate measurement of neut-
ron induced fission cross sections has gradually emerged
along with the development of reactor designs and nucle-
osynthesis calculations [1, 2]. Researchers are aiming to
reduce the uncertainties of fission cross sections to less
than 1%, which is difficult to achieve with the commonly
used fission chamber as the detector because the interfer-
ence of a particles from the o decay of fission samples
cannot be eliminated [3]. To improve the accuracy of fis-
sion cross section measurement, newly designed detect-
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ors with particle identification capabilities should be in-
troduced.

The time projection chamber (TPC), proposed by
David R. Nygren [4], is an advanced gaseous detector
with particle identification capabilities, which has been
widely used in the field of nuclear and high energy phys-
ics [5—7]. TPCs allow three-dimensional track (3D-
Track) reconstruction of charged particles and particle
identification by comparing the reconstructed 3D-Tracks
of different particles. Several research teams have been
devoted to the design of the fission-TPC, such as the
NIFFTE project at Los Alamos [8—12] and FIDIAS
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project established by CEA-Irfu (France) and NCRS-De-
mokritos (Greece) [13, 14]. The NIFFTE project has
already measured the fission cross section ratio of
28U/2U over a neutron energy range of 0.5-30 MeV and
29Py/45U over a neutron energy range of 0.1-100 MeV,
for which high-precision results were obtained [11, 15].
For the cross section ratio of 2*U/**U, the uncertainties
were 1.0%—2.0% above the 2*U(n, f) threshold energy of
1.2 MeV, whereas for the cross section ratio of >*’Pu/*U,
the uncertainties were 0.5%—1.5%. Preliminary measure-
ments showed that using the TPC can effectively reduce
the uncertainties of measured fission cross sections.
However, fission cross section measurements of actin-
ides other than ***#**U and **°Pu using TPCs are still lim-
ited. For example, ionization chambers are adopted as fis-
sion fragment detectors for almost all the existing meas-
urements of the fission cross sections of ***Th. Using a
TPC as the detector for fission fragments of actinides
such as ***Th would represent progress in the field of fis-
sion cross section measurement and is therefore is the
subject of this study.

For measurement using fission chambers, the identi-
fication of fission events introduces relatively large un-
certainties to the measured cross sections because only
one parameter, energy, is generally used in the particle
identification process. If more parameters can be con-
sidered in addition to energy, the uncertainty can be fur-
ther reduced. In our previous study [16], when using a
grid ionization chamber (GIC) as the particle detector for
the measurement of the ***Th(n, f) reaction, the threshold
of the fission events in the total energy spectrum had to
be set sufficiently high to reject the a particles from the
daughter nuclei of >**Th, resulting in a lower detection ef-
ficiency. However, with a TPC, low energy fission
events, which should be below the threshold of the GIC,
can be mostly distinguished by other parameters such as
the track length and the shape of the 3D-Track, which are
obtained from the track reconstruction process, leading to
higher detection efficiency. The higher the detection effi-
ciency, the smaller the portion of fission events that must
be determined via simulation. Therefore, in principle, the
uncertainty of a fission cross section result is smaller
when using a TPC.

The TPC used in this study was designed and fabric-
ated by the back-streaming white neutron source (Back-n)
team of the China Spallation Neutron Source (CSNS)
[17]. Several test experiments have been conducted using
the TPC, including the readout system test [18], gap uni-
formity study [19], and o source measurement [20].
These studies verified the reliability of the readout sys-
tem, amplification structure, and track reconstruction al-
gorithm. In our previous study, we developed a method of
measuring the cross section of the ?*Th(n, f) reaction us-
ing our TPC and obtained the result at a neutron energy
of 5.0 MeV [17]. The measured cross section agreed with

the evaluation data, including those of JENDL-4.0, ROS-
FOND-2010, CENDL-3.2, ENDF/B-VIII.0, and BROND-
3.1, within the measurement uncertainty. In the present
study, the experimental scheme was upgraded to measure
the cross sections with high precision and at more energy
points, and the uncertainty was analyzed in detail. The
cross sections of the #*Th(n, f) reaction were measured in
the 4.50—5.40 MeV region at five energies using quasi-
monoenergetic neutrons at Peking University (PKU). A
small fission chamber was used to determine the neutron
flux through the ***U(n, f) reaction, which was set on the
top shell of the TPC to reduce the distance between the
#2Th and **U samples. A detailed simulation was per-
formed to determine the detection efficiencies, calculate
of the neutron flux ratio of the »*U sample to the ***Th
sample, and correct the fission events induced by low-en-
ergy neutrons. Our study contained the first fission cross
section measurement of ***Th adopting a TPC as the fis-
sion detector, and the uncertainties of our results were re-
latively small among the existing measured results. The
remainder of this paper is organized as follows. A de-
scription of the experiment is presented in Sec. 11, and the
data analysis is shown in Sec. III. The results and discus-
sions are presented in Sec. IV, and the conclusions are
given in Sec. V.

II. EXPERIMENTAL SETUP

The experiment was performed at PKU using the 4.5
MV Van de Graaff accelerator. As shown in Fig. 1, the
experimental setup consisted of three parts: the accelerat-
or neutron source and neutron detector (a small fission
chamber and EJ-309 scintillator detector, respectively),
charged-particle detector (TPC), and samples. All the in-
struments were placed in the direction of 0° with respect
to the deuteron beam line.

A. Neutron source and detector

Quasi-monoenergetic  neutrons were produced
through the *H(d, n)’He reaction using the deuterium gas
target at PKU [21, 22]. The deuteron beam current was
approximately 0.5-0.8 pA, and neutrons with energies
ranging from 4.50 to 5.40 MeV at five neutron energies
were obtained in the 0° direction with respect to the deu-
teron beam line. The deuterium gas target was 2.0 cm in
length with a 5-um-thick molybdenum film (as the en-
trance window of the gas target), and the gas pressure
was 3.0 atm. The correlation deuteron energies ranged
from 2.080 to 2.762 MeV, which were determined using
the neutron simulation code according to the parameters
of the deuterium gas target.

A small fission chamber with a ?*U;04 sample was
used to determine the neutron flux [23]. As mentioned in
Ref. [17], the relatively large uncertainty of the previous
result mainly originated from the long distance between
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Fig. 1. (color online) Schematic of the experimental apparatus.

the 2?Th(OH), and **®U;0g4 samples. Therefore, in this
study, after setting the small fission chamber at the top
shell of our TPC, the distance between them was reduced
from 238.3 to 115.39 mm. In addition, the distance
between the two samples was fixed so that the impact of
the slight vibration of the apparatuses could be signific-
antly reduced. For the small fission chamber, the #**U;04
sample was placed at the cathode, and the distance
between the cathode and anode was 8.3 mm. The signal
amplitude of the anode is related to not only the depos-
ited energy of the particle in the sensitive region, but also
the emission angle. A flowing Ar + 3.51% CO, gas mix-
ture with a pressure slightly higher than 1.0 atm was used
as the working gas. The voltage of the anode was +200 V
and the cathode was grounded.

An EJ-309 scintillator detector was used to determine
the neutron energy spectra. The protons generated from
n-p scattering could be detected by this detector. The
spectra of the five neutron energies were obtained using
the unfolding method [24], as displayed in Fig. 2. The un-
certainties of the neutron energies were determined by the
sigma values of the Gaussian fitting of the dominant neut-
ron peaks. As shown in Fig. 2, there were lower energy
neutrons in addition to the dominant neutron peaks, with
proportions of 16.4% to 18.6%. The fission events in-
duced by the low energy neutrons should be corrected.

B. Particle detector

The TPC developed by the Back-n team of the CSNS
was used as the particle detector to detect the forward fis-
sion fragments. The structure and electronics of our TPC
are detailed in Refs. [17—19], and the settings were the
same as in a previous measurement in Ref. [17], which
was verified as the appropriate conditions. The cathode
was placed in the middle area of the TPC chamber, where
the »**Th(OH), sample was mounted. P10 gas (90% ar-
gon, 10% methane) was chosen as the working gas with a
pressure slightly higher than 1.0 atm and a gas flow of
approximately 30 mL/min. The electron drift velocity
was calculated with Garfield++ [25]. The selection of the
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Fig. 2.  (color online) Neutron energy spectra measured us-
ing the EJ-309 scintillator detector with the unfolding method.

applied voltages in the TPC was based on the simulation
of the trigger efficiency. The trigger efficiency, &, is the
ratio of the fission events that trigger the DAQ to the total
fission events. The fission events that trigger the DAQ
must satisfy two conditions: not be absorbed by the
sample, and have a large signal over the trigger threshold.
The simulated result is shown in Ref. [17]. The mesh
voltage was chosen as —270 V, and the corresponding
voltage of the cathode was —1215 V for all neutron ener-
gies, which were the same as in the previous measure-
ment in Ref. [17].

C. Samples

Table 1 shows the data of the **Th(OH), and **U;04
samples used in this study. The number of #**Th and **U
nuclei in the samples was measured through their o activ-
ities. For the ?**Th sample, the number of nuclei was
measured using a small solid angle device to eliminate
the interference of a particles from the daughter nuclei
[26, 27]. For the #*U sample, the number of nuclei was
measured using the GIC based on the energy spectrum of
the emitted o particles, and the influence of other iso-
topes was neglected [28]. The **Th(OH), and ***U;04
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Table 1. Data of the samples.
Sample Isotopic enrichment (%) Diameter /mm Thickness/(ug/cm?) Number of nuclei (*2Th or **U)
**Th(OH), 100 44.0 601.9 1.808x10' (1£1.5%)
U304 99.9 20.0 201.8 1.36x10' (1£1.0%)

samples were mounted on the cathodes of the TPC and
small fission chamber, respectively.

D. Experimental process

The **Th(n, f) reaction was measured at five neutron
energies between 4.50 and 5.40 MeV. For each neutron
energy, the measurement duration was 4—6 h. The total
duration for all five energies was ~30 h. Signals from the
readout pads of our TPC and the anode signal of the small
fission chamber were recorded separately. The EJ-309
scintillator detector was kept running to measure the
neutron energy spectrum for all neutron energies.

III. DATA PROCESSING

The calculation formula of the cross section of the
#2Th(n, f) reaction, oy, is

o= A plov, M

where Np, is the number of *Th nuclei in the sample, as
shown in Table 1, Cy,, represents the total fission events
of the #*Th(n, ) reaction including those undetected after
the correction of self-absorption and the sub-threshold,
@, is the neutron flux through the *Th(OH), sample,
and p' is the correction coefficient of fission events due
to low-energy neutrons. The determination of the three
parameters Cry, 1, Dy , and p'°" is detailed in the follow-
ing sections.

A. Determination of fission count

The total fission events of the **Th(n, f) reaction,
Crnan, can be calculated using

C
CTh,aH:Lh , 2
ETh

where Cp, is the net fission count determined from the
data of our TPC, and ey, is the detection efficiency of our
TPC. The following section describes the determination
of these two parameters.

1. Determination of the net fission count

The waveforms of signals obtained from the anode
pads were used in the data analysis. Ref. [17] presents the
details of the data analysis (which consisted of waveform

processing and track reconstruction), from which the
track parameters, including the track length, total amp-
litude of signals, number of hits, and shape of 3D-Tracks,
were obtained for particle identification. Figure 3 shows
the projections on different planes of the typical 3D-
Tracks of a fission fragment and an o particle. The X-Y
plane was parallel to the readout plane, and the electrons
drifted along the Z direction. In the 3D-Track projections,
each blue dot represents one responding pad, and the size
of the dot represents the waveform amplitude. Ref. [17]
presents the definition of the shape of the 3D-Tracks,
which is the configuration of the blue dots with different
sizes in 3D-Track figures such as those in Fig. 3. In the
fission cross section measurement, the fission fragments
from the (n, f) reaction were the events to be measured,
whereas the alpha particles, which mainly originated
from alpha decay and (n, a) reactions, were the interfer-
ences. Moreover, protons were generated from the (n, p)
reactions and n-p scattering, but their signals could barely
be detected owing to low gas gain. As shown in Figs. 3
(a) and (b), the shapes of the fission fragment and alpha
particle were obviously different. Therefore, the shape of
3D-Track was the main factor for the selection of the fis-
sion events.

The track length, total amplitude, and number of hits
can be used for particle identification, as shown in the
spectra of Fig. 4. In Fig. 4 (a), the region of the spectrum
where fission events may exist was divided into three
areas:

A. Total amplitude 0—1500 channels, track length
0—20 mm;

B. Total amplitude 1500—3500 channels, track length
0—60 mm;

C. Total amplitude larger than 3500 channels.

In area C, because the total amplitude of the events
was sufficiently high, all events were considered fission
events. In areas A and B, because the total amplitude of
the events was low or not sufficiently high, the shape of
the 3D-Track should be considered. Figures 5(a), (b), and
(c) show the two-dimensional spectra of the total amp-
litude vs. number of hits of events and the typical projec-
tions of the 3D-Tracks of fission events in areas A, B, and
C, respectively. For events in which the number of hits
was not less than four (>4), the shape of the track of each
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(color online) (a) Two-dimensional spectrum of the total amplitude vs. track length of the events. (b) Two dimensional spec-

trum of the total amplitude vs. number of hits of the events. Both spectra are the results at £, = 5.20 MeV.

event was examined artificially according to the determ-
ination standard in Ref. [17]. For the remaining fission
events whose number of hits was less than four (< 4)
(mainly because of the large energy loss in the sample),
the distribution of these events was determined through
the detection efficiency simulation. In addition to the
events presented in Fig. 4 (a), there were several events
whose track lengths could not be successfully calculated
owing to the existence of "fake hit" pads (mainly caused
by electronic noise and channel crosstalk). To select fis-
sion events without the parameter of track length, the
shape of the 3D-Track was checked manually one by one.
Therefore, the net count of fission events, Cry,, can be cal-
culated using

CTh:CTAh+C"]?h +C$h +C¥h 3)

where C%,, C¥, , and C¥, are the fission counts in areas A,
B, and C, respectively, and C¥, represents the fission
counts of the events whose track length could not be re-
constructed, which was determined by examining the 3D-
Track of each event. Table 2 shows the net fission counts
of each neutron energy and the proportion of the total
events of the four parts. Because of the different measure-
ment durations and beam currents, the results of Cry, var-
ied for different neutron energies.

2. Determination of the detection efficiency

The detection efficiency, er,, was determined accord-
ing to simulation [17]. ey, can be calculated using
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Two-dimensional spectra of the total amplitude vs. number of hits of the events in (a) area A, (b) area B, and (c) area C. In

Fig. 5 (a), most events are alpha events (> 98%). In Fig. 5 (b), most events are fission events (> 97%). In Fig. 5 (c), all events are fis-
sion events. The selection of the fission events is based on the shapes of the 3D-Tracks. After the particle identification process, we
confirmed that the selected fission events in Fig. 5 (a) exist in the red box.

Table 2.
proportion of the total events of the four parts.

Net fission counts of each neutron energy and the

Proportion (%)
E, /MeV C1py " 5 c -
Crh Cn Ct Ch
4.50 2636 (1£1.95%) 0.83 10.17 88.13 0.87
4.70 2822 (1£1.90%) 0.67 12.05 86.54 0.74
5.00 4340 (1£1.52%) 0.48 11.29 87.17 1.06
5.20 3973 (1£1.59%) 0.58 11.43 87.19 0.80
5.40 3002 (1+1.83%) 0.67 10.09 88.24 1.00
ETh=EXEr 4)

where g, is the trigger efficiency defined in Sec. II.B, and
g is the reconstruction efficiency, which determines the
ratio of the events with no less than four hit pads (whose
track length can be successfully calculated in simulation)
to the events that trigger the DAQ. Geant4 was used to
simulate the trigger efficiency of our TPC, and the emit-
ted fission fragments were set as isotropic in the center-
of-mass system. As the counting rate of our TPC was
very low during the measurement (lower than 0.5 s™),
there was no need to consider the dead time (shorter than
10 ps) in the simulation. The simulated results of &, and
g were 0.846—0.850 and 0.987, respectively, suggesting
that most undetected events resulted from the triggering

process. Therefore, the result ofer, was 0.835-0.839. As
discussed, fission events with less than four hit pads
could not be reconstructed. In addition, fission events
with "fake hit" pads, as presented in Sec. III.A.1, also
could not be reconstructed. Regardless of the "fake hit"
pads, the pad number of "real hits," which composed the
track of the fission fragment, was not less than four.
Therefore, in the simulation, the portion of fission events
with "fake hit" pads was included in the portion of fission
events with no less than four hit pads (which could be
correctly reconstructed). Thus, the C¥, loss in Sec. IIL.A.1
did not result from the reconstruction efficiency.

B. Determination of the neutron flux

The small fission chamber was used to determine the
neutron flux. The neutron flux through the **Th(OH),
sample, @1, can be calculated using

D
CDTh:?U s (5)

where @y is the neutron flux through the #**U;04 sample,
which can be calculated according to the fission counts
from the small fission chamber, and G is the ratio of the
main neutron flux through the **U;04 sample to that
through the #*Th(OH), sample. The determination of the
two parameters @y and G is detailed below.
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1. Determination of the neutron flux through the
P8U,04 sample

The neutron flux through the **U;04 sample, @y, can
be calculated using

1
QSU:@' >
Ey O'U}VU

(6)

where Ny is the number of ***U nuclei, as shown in Ta-
ble 1, and oy is the standard cross section of the **U(n, f)
reaction [29]. Cy is the fission count of the **U(n, f) re-
action, and &y is the detection efficiency of the small fis-
sion chamber. Figure 6 shows the anode spectrum of the
small fission chamber at £, = 5.2 MeV, from which Cy
was determined. As shown in Fig. 6 , the event counts
from channels 40 to 60 (most of these were also fission
events) were very small, which are represented by the
valley area of the spectrum. The lower threshold was set
at 50 channel, that is, the center of the valley area; a sim-
ilar method was also adopted in Ref. [23]. The detection
efficiency of the fission events of **U, &y, was calcu-
lated using a Monte Carlo simulation based on Geant4.
The emitted fission fragments of the small fission cham-
ber were also set as isotropic in the center-of-mass sys-
tem. Most undetected fission events were due to the self-
absorption effect. Table 3 shows the results of Cy and gy
at each neutron energy. Owing to the presence of noise
signals at £, = 5.2 MeV, the result of Cy at this energy
point was estimated with a relatively large uncertainty of
3.0%. For the other energy points, the uncertainty of
Cywas 1.1%—1.5%.

2. Determination of parameter G

In our previous studies, the parameter G was calcu-
lated using a Monte Carlo simulation based on Matlab
[17, 30]. In the present study, we further developed the
neutron simulation code based on Geant4, which was
used for the correction of events induced by low-energy
neutrons; therefore, the angular distributions of the *H(d,
n)’He reaction from ENDF/B-VIIL0 were adopted in the
simulation. As the neutron transport in materials can be
simulated by Geant4, the simulated result of G was more
accurate. According to the simulation, the value of G was
5.80—-5.87 for different neutron energies. In the measure-
ment, as the neutrons generated in the gas target ejected
in all directions, the neutron flux covered the entire
samples. The physical dimensions of both the Z**Th(OH),
and **U;0g4 samples were small compared with the dis-
tances between the deuterium gas target and the samples.
Even though the distributions of the neutron flux at dif-
ferent positions of the samples had slight variations, the
result of G was barely affected by the un-uniformity of
the neutron flux.

200
150 f
z
S 100}
e
Q Threshold
50
0 1 1 1
0 100 200 300 400
Anode (Channel)
Fig. 6. (color online) Anode spectrum from the >**U(n, f) re-

action using the small fission chamber.

Table 3. Results of Cy and ey at each neutron energy.

E, MeV Cu &y
4.50 4748 (1+1.45%) 0.959 (120.33%)
4.70 4762 (1+1.45%) 0.958 (1£0.33%)
5.00 7583 (1£1.15%) 0.958 (1=0.33%)
520 7000 (143.00%) 0.958 (1£0.33%)
5.40 5249 (1+1.38%) 0.958 (1£0.33%)

C. Correction of events induced by
low-energy neutrons

As shown in Fig. 2, the low-energy neutrons accoun-
ted for 16.4%—18.6% of the total neutrons near the EJ309
scintillator detector. The low-energy neutrons also in-
duced fission events, and the proportion of low-energy
neutrons varied at different energies. Combining the data
from the EJ309 scintillator detector with the neutron sim-
ulation results based on Geant4, the ratio of the low-en-
ergy neutrons to the total neutrons through the
#2Th(OH), and **U;04 samples could be determined.
For the #*Th(OH), sample, the ratio was 10.5%—12.8%.
For the **U;04 sample, the ratio was 3.6%—4.7%. The
significant difference in the ratio values of the two
samples was mainly due to the structure of the TPC,
which moderated the neutrons. Moreover, the difference
in the excitation functions of the %**Th(n, ) and **U(n, f)
reactions also contributed to the different ratio values.
The parameter p'° was introduced to correct the influ-
ence of the low-energy neutrons [16].

Using the data from the EJ309 scintillator detector
and the simulation, the neutron spectra at the position of
the two samples were obtained and used in the calcula-
tion of p'¥. The determination of p'* is described in Ref.
[16], using a method already adopted in Ref. [17]. p'¥
can be calculated using
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_1-kyy

Tk

low

(7

where K3 and k" are the ratios of the low-energy neut-
ron induced fission events to the total fission events for
the **Th(n, f) and ***U(n, f) reactions, respectively. k"
and k% can be determined via

Z IE" . O_En
klow — E,€low_energy Th(U) (8)
Th(U) ZEn TEn 'O'%;(U) >

where I%» is the relative intensity at neutron energy E,
according to the neutron energy spectra, and o5 and o{/
are the cross sections of the ***Th(n, f) and ***U(n, f) reac-
tions, which were obtained from ENDF/B-VIIL.0. The
value of k9% was 7.8%—10.1% and k3" was 2.7%—3.9%
for different neutron energies. The difference between
K3y and k™ was contributed to by the difference between
both the proportions of low-energy neutrons and the ex-
citation functions of the **Th(n, f) and ***U(n, f) reac-
tions. Because the 2*Th(OH), sample was further from
the neutron source, the result of k%" was larger. Accord-
ing to the K5 and K19V values, p'*% was 0.935-0.946.

D. Calculation of the cross sections
Rewriting Eq. (1) according to Egs. (2), (5), and (6),
the cross section of the **2Th(n, f) reaction, or,, can be
calculated via

Ny-Cry-& ow
vl 8y o ow, ©)
Ny Cy-em

Oth =0y
where oy is the standard cross section of the ***U(n, ) re-
action [29]. Ny and Ny, are the numbers of ***U and ***Th
nuclei in the samples, as shown in Table 1. Cr, and Cy

0.5
JENDL-4.0 (a)
04[] ---ROSFOND-2010
_ CENDL-3.2 0
< | - ENDF/B-VIILO 3
£%3[ ~BROND-3.1 i
g = Present i
202f /
g f
O P S
01l il’f:?\’;l/.' (%
0 / | | L
0 2 4 6 8
Ep (MeV)

Fig. 7.
evaluations for 4.0 MeV < E, < 6.0 MeV.

are the net fission counts of the ***Th(n, f) and ***U(n, f)
reactions, as described in Secs. III.A.1 and III.B.1, re-
spectively. ey and er,, are the detection efficiencies of fis-
sion events determined from simulation. G is the ratio of
the main neutron flux through the »**U;04 sample to that
through the **Th(OH), sample, as described in Sec.
II.B.2. p¥ is the correction coefficient of the low-en-
ergy neutron induced fission events, as presented in Sec.
II1.C. According to our previous study [16], the counts of
the forward and backward fission fragments were almost
the same for the **Th(n, f) reaction in the 4.20 MeV < E,
< 5.50 MeV region. Although only the forward fission
fragments were detected by our TPC in the measurement,
the present result can be considered as the fission cross
section of **Th.

IV. RESULTS AND DISCUSSIONS

A. Results of this study

Using Eq. (9), the cross sections of the **Th(n, f) re-
action at the five energies were calculated, as presented in
Table 4. Figure 7 (a) shows the present data compared
with evaluation data, which reveals the consistency
between the present results and the evaluation data. Fig-
ure 7 (b) shows the present cross sections compared with

Table 4. Measured >**Th(n, f) cross sections.

E, MeV Cross section (b)
4.50+0.12 0.1477 £ 0.0065
4.70+0.10 0.1559 + 0.0070
5.00 £ 0.07 0.1490 + 0.0061
5.20 +0.09 0.1474 + 0.0070
5.40 +0.05 0.1486 + 0.0063

0.2
(b)
0.15 B mn— g e
2 friskers ptaat AT
=
=]
E =]
S 0.1¢f JENDL-4.0 Henkel (1957) = Lisowski (1988)
zﬁ — - ROSFOND-2010  Kalinin (1958) = Fursov (1991)
g CENDL-3.2 Casanova (1973)  + Shcherbakov (2002)
L] - --ENDF/B-VIILO <« Blons (1975) - Agus (2004)
© BROND-3.1 Nordborg (1978)  + Michalopoulou (2021)
0.05 Behrens (1982) <« Gledenov (2022)
Meadows (1983)  « Chen (2023)
Goverdovski (1986) o Bai (2023)
» Kanda (1986) W Present
0 1 1 1
4 45 5 55 6
Ep (MeV)

(color online) Present »**Th(n, f) cross section compared with (a) evaluations and (b) data from previous measurements and
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the data from evaluations and measurements in the en-
ergy range 4.0MeV <E, <6.0MeV. As shown in Fig.
7(b), the data of different evaluation libraries exhibited
significant differences in this neutron energy range. For
example, the discrepancies between the JENDL-4.0 and
ROSFOND-2010 data reached approximately 5%. With
new measurements adopting new methods, the discrepan-
cies between different evaluation libraries are expected to
reduce. Our present results were similar to the data of
CENDL-3.2. Compared with the measurement data, our
results were consistent with the latest measurement data
of Gledenov [16], Chen [31], and Michalopoulou [32].
According to the discussion in Ref. [16], the systematic
deviations between previous results may be related to the
neutron sources (mono-energetic or white neutron
sources). Our present measurement using the TPC was
based on a mono-energetic neutron source. Future meas-
urements using the TPC based on a white neutron source
such as CSNS Back-n will have the opportunity for veri-
fication. Sources of uncertainty are listed and quantified
in Table 5. The uncertainties of our fission cross sections
were less than 5% at the five neutron energies, which is
relatively small among the existing measurement data.
Our results represent the first measurement of the cross
sections of the #*Th(n, f) reaction using the TPC as the
fission fragments detector, revealing the potential of our
TPC for high accuracy fission cross section measurement.

The relative uncertainty of the cross section,
éom/om, was determined according to the error propaga-
tion principle [16]. o, /o1, Was calculated via

00T _ 7) 2’ (10)
O'Th
where dy,/y;(i=19) represents doy/oy, ONy/Ny,
ONtn/Nry,  6Crn/Cm, 08Cy/Cy, deu/ey, dem/em,
Table 5. Sources of uncertainty and their magnitudes.
Source Magnitude (%)
au 1.3-14
Ny 1.0
Ntn 1.5
Crh 1.5-2.0
Cy 1.1-3.0
€u 0.3
€Th 1.4-2.2
plow 14-1.8
G 1.3-1.8
E, 1.0-2.6
OTh 4.1-4.7

dplov/p¥, and 8G/G, respectively, which are the corres-
ponding terms of the relative uncertainties of the sources
in Table 5. doy /oy originates from the uncertainty of the
standard cross section of the ***U(n, f) reaction [29].
8Ny /Ny and 8N,/Np, are the uncertainties of the num-
ber of 2¥U and *?Th nuclei, which can be determined
during the measurement of the number of nuclei [26, 28].
The uncertainty of the net fission count of the **Th(n, f)
reaction, 6Cr,/Cry, is composed of two parts: the statist-
ical uncertainty, 6C3*/C5, and the uncertainty from the
process of fission fragment identification, C5/C5P.

8Crp/Cry, can be calculated using

5Cm sCSa\?  /5CPp 2
C = St + cPp ) - an
Th Th Th

The statistical uncertainty was 1.52%—1.95% for dif-
ferent neutron energies. In the process of fission frag-
ment identification, the shapes of the 3D-Track figures
were examined for low-energy events to determine
whether they were fission events; however, several events
could not be distinguished. The number of the indistin-
guishable events was between 1 and 7 at different ener-
gies, and 6CHP/CPP was from 0.11% to 0.25%. The un-
certainties of the detection efficiency, dey/ey and
detn/em, were determined according to a comparison of
the results of different simulation parameters. The relat-
ively large uncertainty of der,/em, was due to the imper-
fection of the simulation of our TPC, which originated
from the trigger process and track reconstruction process
simulations. In the simulation of the detection efficiency
of our TPC, the trigger threshold in the trigger process
and the tracking parameters in the track reconstruction
process affected the result. Restricted by the present sim-
ulation techniques, the input trigger threshold in the simu-
lation might have been slightly difference from the exact
threshold of each pad, which mainly contributed to the
uncertainty of the detection efficiency. With the possibil-
ity of changing the trigger threshold and tracking para-
meters in the simulation, the simulation results of &, had
differences of 1.4% to 2.2% for different neutron ener-
gies. Although the accurate uniformity of the ***Th(OH),
sample was not determined nor considered in the simula-
tion, its contribution to the uncertainties was small com-
pared with the uncertainty from the trigger and track re-
construction process. The uncertainty of the correction
coefficient of the low-energy neutrons, 3p'V/p'¥, was
determined by comparing the present results and the re-
calculation results regardless of the data from the EJ309
scintillator detector. The relative deviation of the recalcu-
lation results (using only the results of the neutron simu-
lation) and the present results (using both the data from
the EJ309 scintillator detector and the results of the neut-
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ron simulation) of p'°% was 1.4%—1.8% for different neut-
ron energies, which was considered the result of
8p'o¥/p'¥. The uncertainty of G, §G/G, was the differ-
ence between the original and re-calculated values after
changing the distance between our TPC and the neutron
source in the simulation. With the 1-mm variation in the
distance between the neutron source and our TPC when
setting the geometries of the simulation, the magnitude of
the uncertainty of G was 1.3%—1.8% at different neutron
energies. As illustrated in Sec. II.1, the uncertainties of
the neutron energies were determined using the sigma
values of the Gaussian fitting of the dominant neutron
peaks in the neutron spectra.

B. Comparing the present results with
our previous results

In our previous study [17], an experimental program
was established for the measurement of the cross section
of the #**Th(n, ) reaction using our TPC, and the **Th(n,
f) cross section was measured at a neutron energy of 5.0
MeV. The result was consistent with the evaluation data.
However, there were two main drawbacks of the previ-
ous study: the relatively large uncertainty of 10.1%,
which was mainly contributed by parameters G (8.6%)
and p'*¥(3.7%), both of which originated from the signi-
ficant distance between the two fission samples, and the
limited neutron energy point of only 5.0 MeV. In this
study, the distance between the two samples was greatly
reduced, resulting in smaller uncertainties for both G and
p¥ of less than 2% and smaller uncertainties for the
present cross sections of less than 5%. The cross sections
for the *Th(n, f) reaction were measured at five energies
of 45MeV < E, <54 MeV.

Compared with our previous study using a GIC [16],
the particle identification of our TPC resulted in a higher
detection efficiency of the fission fragments and more ac-
curate fission counts. Figure 8 shows the total amplitude
spectra of the total events and selected fission events at
E,=5.2 MeV. The spectrum of the total events was sim-
ilar to the anode spectrum of the GIC. As shown in Fig. 8
, there were significant o events below 2000 channels;
therefore, the low-energy fission events less than 2000
channels could barely be distinguished. In Ref. [16], the
proportion of low-energy fission events was determined
based on simulation with a relatively large uncertainty,
and the detection efficiency was 0.76—0.79 (1% = 3.0%).
Using our TPC, the proportion of most low-energy fis-
sion events could be distinguished according to other
parameters, such as total amplitude, track length, number
of hits, and most uniquely, the shape of the 3D-Track,
which was examined artificially as a result of the track re-
construction of our TPC. Only the fission events with an
extremely small number of hits (less than four) need to be
determined via simulation. Therefore, the uncertainty of

140 i T T I .
t ]
120} I -]
l otal events 3
100 | — — —loalevens 3
t | fission events
@z 80fF | -
E - 3
C Il ;
408 | 3
20F .
0 F PUE U U SR S S S S M A_‘_.._:

0 5000 10000 15000 20000

Total Amplitude (channel)
Fig. 8. (color online) Total amplitude spectra of the total

events and selected fission events.

the present fission cross sections was smaller.

As the first specialized TPC used for fission cross
section measurement, the NIFFTE TPC is designed for
high-precision cross section results with uncertainties less
than 1% [8—12]. Studies measuring the fission cross sec-
tion of #**U relative to **°U at 0.5 — 30 MeV and *°Pu rel-
ative to 2U at 0.1-100 MeV were published in 2018 and
in 2021, respectively, which were the first attempts at us-
ing a TPC as the fission fragment detector in cross sec-
tion measurement [11, 15]. The results were accurate
with uncertainties less than 2%. Compared with our res-
ults, the statistical uncertainties (contributed by the uncer-
tainties of event counts and number of nuclei) and detec-
tion efficiency of their work were significantly smaller.
The statistical uncertainties were less than 1.2% and the
efficiency correction uncertainties were less than 0.5%.
However, only the fission cross sections of ?*’Pu and ***U
have been measured by the NIFFTE. Our fission cross
section measurement is the first to adopt a TPC as the fis-
sion fragment detector for other actinides, such as ***Th.

According to Table 5,the main sources of uncer-
tainty included G, p*¥, Cr,, Ny, , and er,. With further
improvements in the experimental setup, for example, by
setting the #**Th(OH), and ***U;0g4 samples back-to-back,
the uncertainties of G and p"% can be reduced to less than
0.5%. When provided longer measurement durations for
the cross section measurement and determining the num-
ber of **Th nuclei, the uncertainties of Cy, and Ny, can
be reduced to approximately 1% . The uncertainty of ey,
may be reduced further as the simulation technique of our
TPC improves in the future. At present, only forward fis-
sion fragments can emerge from the sample, and only the
forward events can be detected because our TPC only has
one readout plane on the forward side and the **’Th
sample was prepared on a tantalum backing and mounted
on the cathode. In the future, with the development of our
TPC project, a new version of the TPC will have readout
planes on both sides, and self-supporting samples on the
cathode will be adopted. Using the new version of the
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TPC, both the forward and backward fission fragments
should be detected, which will further improve the accur-
acy. With the future optimization of our TPC and longer
measurement duration, the uncertainty of the fission cross
section of 2**Th can be reduced to less than 3.0%.

V. CONCLUSIONS

The cross sections of the **Th(n, f) reaction were
measured at five neutron energies in the 4.50 < E, < 5.40
MeV region using our TPC as the fission fragment detect-
or. Compared with our previous measurement, owing to
the reduction in the distance between the **U,Oq and
#2Th(OH), samples, measurement uncertainties were sig-
nificantly decreased from 10.1 to 4.1%—4.7%. With the
track reconstruction and particle identification capabilit-
ies of our TPC, the detector efficiency of the fission frag-
ments was sufficiently higher, leading to more accurate
fission counts and smaller uncertainty of the cross sec-

tions. The uncertainties of these results were less than 5%
and our results agreed with the evaluation data, indicat-
ing that our TPC is suitable for fission cross section
measurements. Ours is the first cross section measure-
ment of the **2Th(n, f) reaction using a TPC, revealing
that TPCs are suitable for not only *>***U and **°Pu but
also other actinide fission cross section measurements.
After adopting further measurement improvements using
our TPC, the uncertainty of cross section for the **Th(n,
f) reaction is expected to reduce to 3.5%, suggesting that
our TPC will have the potential for high-precision fission
cross section measurements. Other fission reactions of ac-
tinides will be measured in the future.
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