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DEIReconstructor: a software for diffraction enhanced imaging

processing and tomography reconstruction *
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Abstract: Diffraction enhanced imaging (DEI) has been widely applied in many fields, especially when imaging

low-Z samples or when the difference in the attenuation coefficient between different regions in the sample is too

small to be detected. Recent developments of this technique have presented a need for a new software package for

data analysis. Here, the Diffraction Enhanced Image Reconstructor (DEIReconstructor), developed in Matlab, is

presented. DEIReconstructor has a user-friendly graphical user interface and runs under any of the 32-bit or 64-

bit Microsoft Windows operating systems including XP and Win7. Many of its features are integrated to support

imaging preprocessing, extract absorption, refractive and scattering information of diffraction enhanced imaging and

allow for parallel-beam tomography reconstruction for DEI-CT. Furthermore, many other useful functions are also

implemented in order to simplify the data analysis and the presentation of results. The compiled software package is

freely available.

Key words: X-ray imaging, computed tomography, synchrotron radiation source, image processing

PACS: 87.59.-e, 81.70.Tx, 07.85.Qe DOI: 10.1088/1674-1137/38/10/106202

1 Introduction

During the past 10 years, various phase-sensitive
imaging methods have been developed, because the X-
ray phase shift in the kiloelectronvolt energy range can be
1000 times greater than the X-ray attenuation [1, 2]. The
diffraction enhanced imaging (DEI) method, known as
one of the main phase contrast imaging methods [3, 4], is
characterized by extraordinary image quality and greatly
enhanced contrast, and is a very promising method ca-
pable of enhancing the spatial resolution and allowing
features inside an object to be resolved. Combining this
imaging technology with the computerized tomography
(CT) theory, Dilmanian et al. first extended DEI to
the CT mode at NSLS in 2000 [1]. Since then, DEI-
CT methods have been widely used for visualizing the
morphology of samples, and for assessing quantitative
information on their three-dimensional (3D) geometries
and properties. Much relevant research has been per-
formed, such as that of Pavlov et al. [5] and Zhu et
al. [6–8]. However, quite often difficulties arise when
performing DEI experiments. For example, X-ray imag-

ing detectors are sensitive to intensity modulations only.
The phase information, however, is also embedded in
the recorded images; this information cannot be accessed
directly, but requires post-processing procedures to ex-
tract the absorption, refraction and scattering informa-
tion, which is a daunting and protracted undertaking for
non-professionals. Furthermore, recent progress in de-
tector development tends to decrease the pixel size while
increasing the pixel number. As a consequence, a large
number of DEI-CT projections are required for exist-
ing CT algorithms to generate reconstructions without
significant artifacts. Subsequently the amount of DEI-
CT data has increased accordingly, sometimes exceeding
several gigabytes. Tomographic data reconstruction is
therefore a heavy computing task and a critical issue for
DEI-CT experiments [9].

In order to overcome the above difficulties, and to
meet the specific needs of the experiments at the 4W1A
beamline at the Beijing Synchrotron Radiation Facility
(BSRF), we have developed the DEIReconstructor soft-
ware package to meet the demands of modern DEI exper-
iments. The DEIReconstructor software package, shown
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in Fig. 1, presents the synchrotron radiation community
with a flexible, unified, and reliable graphical user inter-
face (GUI), which integrates mathematical and visual-
ization capabilities to simplify image processing, recon-
struction and analysis. In this paper, we present the
principles and some examples of the three main features
available within the DEIReconstructor software package.
These are: (i) data processing, i.e. image processing
programs for flat field and dark field correction, normal-
ization, and rotation center determination; (ii) DEI-CT
reconstruction, a program to reconstruct the distribution
of the decrement of the refractive index, the absorption
index and the gradient of the refractive index in the sam-
ple; and (iii) DEI information extraction, a program to
extract the sample’s absorption, refraction and scatter
information from DEI. Options for performing parallel
computing have been implemented in most of these fea-
tures in order to make full use of multiple-core processors
where available. At the time of writing, the DEIRecon-
structor software has been used by the beam line exper-
imentalists at BSRF.

Fig. 1. The DEIreconstructor GUI.

2 Features of data processing

DEI-CT has had a revolutionary impact on med-
ical diagnosis and also has been successfully used in
industrial non-destructive testing. However, there are
many other factors that introduce significant artifacts
in the raw images, such as uneven illumination, light-
ing variation, noise and instrumentation misalignment.
Therefore, pre-processing the DEI projective image is
required before reconstruction. The correction and op-
timization menus shown in Fig. 1 provide flat-field and
dark-field correction, rotation center determination, and
normalization to calibrate these artifacts. All these pre-
processing features will be explained in the following.

As shown in Fig. 2, the calibration process for DEI
data is divided into three steps. The first step is flat-field
and dark field correction. In the practical case of a DEI-
CT experiment, the X-ray doesn’t illuminate the CCD
homogeneously. Scratches and contamination on optical
surfaces also leads to further shadowing of detector areas.
Moreover, non-uniform responses of the scintillator and
CCD detector will always add noise to the raw images.
All these features will reduce the image quality and the
ability to obtain accurate images from the digital output
of a CCD, so the corrections are necessary. The process
by which a CCD detector is corrected is known as flat-
field and dark field correction, and can be described by
the following equation:

Ipc=
Iprojective−Idark

Iflat−Idark

(1)

Fig. 2. DEIreconstructor software workflow.
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where Ipc is the calibrated image and Iprojective is the
raw image. Iflat is the image which is measured with
the X-rays on, but without a sample in the beam, and
is an image which is collected in the absence of any X-
rays, and includes both dark current and the bias. Dark
current is the thermal noise generated within the CCD
and is proportional to a power law of the CCD temper-
ature, while the bias within an image results from an
intentional signal introduced to ensure negative values
are not processed in the analogue to digital conversion.
Both these effects should be corrected by subtraction of
the dark field image. After corrections using Eq. (1),
a projective image with reduced artifacts and improved
quality can be achieved, but during this process, Eq. (1)
may create extreme values when Iflat−Idark is equal to
zero. This is problematic when extracting refraction or
absorption information or doing the reconstruction in a
DEI-CT experiment. In the DEIReconstructor, it is set
to zero if the resulting value was negative. This solves
the problem without affecting the accuracy of refraction
or absorption information extraction, and also allows ac-
curate image reconstruction.

After the flat-field and dark field correction, the ro-
tation center determination is needed to locate the CT
rotation axis in the image center. In the ideal case, the
DEI-CT system can be considered as a parallel beam
CT system, where the reconstruction algorithm assumes
that the rotation axis should be parallel to the detector
and is projected onto the central column of the detector
shown in Fig. 3(a). In practice, however, it is impossible
to accurately avoid any geometric misalignment in the
DEI-CT system. Even a small error in the estimation
of any parameter can cause visibly detrimental effects
on the reconstructed image. Therefore, it is necessary
to accomplish the rotation center determination before
CT reconstruction. The DEIReconstructor uses the rel-
ative spatial position between the axis of rotation and
the central column of the detector to describe the geo-
metric misalignment of the whole DEI-CT system shown
in Fig. 3(b), and the estimation value of two parameters-
angle offset ∆θ and displacement offset ∆z will be calcu-
lated to calibrate the projective image collected by the
DEI-CT system. The procedure is follows: firstly, several
pairs of mirror symmetric feature points are extracted
from the projective images collected at 0 and 180 de-
grees; secondly, each pair is connected to find the center
points, then the center points are connected using the
straight line equation fitted by the least square curved-
fitting method; this is then used as the rotation axis. If
the rotation axis and the central column of the detector
cross, the angle between them is the angle offset, and
the horizontal distance between these two straight lines
is the displacement offset. Finally, based on these two
parameters, angle offset and displacement offset, the pro-

jective image is rotated and shifted horizontally to make
the rotation axis and the central column of the detector
coincide with each other. Using the above calibration,
the reconstruction results are improved. Moreover, us-
ing the optimization menu shown in Fig. 1, the user can
further refine the rotation center manually by verifying
the resulting slices.

Fig. 3. (a) The ideal parallel-beam CT system; (b)
Angle offset and displacement offset.

Normalization correction is the final step to correct
for any artificial defects due to illumination changes or
variations in detector efficiency and to assure propor-
tionality between the intensity of the reconstructed im-
age (grayscale) and the intensity of incident X-rays. In
DEI-CT experiments, the Fourier transform-based re-
construction algorithms assume that stable illumination
conditions exists on the CCD scintillator and that each
projective image is recorded under such conditions. Un-
fortunately this is not the case for experimentally ac-
quired data. The unstable electron beam orbits and ther-
mal expansion of the optical elements result in variations
in illumination over time. Moreover, in the CCD detec-
tor system, detector elements vary in efficiency because
of the position of the element in the block, physical vari-
ations in the crystal and light guides, and variations in
the gains of the photomultiplier tubes. These variations
result in substantial high-frequency non-uniformities in
the raw data. Thus a normalization correction is needed
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to remove these variations in order to meet the require-
ments for reconstruction algorithms. The procedure
mainly does the following. First, after the flat-field and
dark field correction and rotation center determination
have been carried out, tomography data are converted
into a sonogram. Second, some columns in the back-
ground of the sinogram are selected which don’t contain
information about the object, and the averaged values of
the selected columns are obtained for each row. Finally,
according to the type of tomography data (refraction or
absorption information), two formulas (-log (input/ av-
erage value), or (input-average value)) are automatically
selected for each pixel. Please note that input corre-
sponds to the pixel, which contains information about
the object.

Applying the above three corrections to the raw pro-
jective images can often ensure data accuracy and remove
common image defects to restore the fidelity of the fea-
tures. These calibrated images can then be input into
the tomographic reconstruction, which will be described
in the next section.

3 Features of DEI reconstruction

A typical DEI-CT system, as shown in Fig. 4(a)(b),
is based on an X-ray source, a monochromator crystal, a
rotational sample stage, an analyzer crystal and a detec-
tor. When a sample composed of low Z elements is set
between the monochromator and the analyzer and illu-
minated by the X-ray beam, absorption, extinction and
refraction occur, so that the intensity measured by the
detector after the reflection by the analyzer crystal can
be written as [10]:

I=I0e
−M(x,y)δ(θA−θ)⊗R(θA), (2)

where M =

∫
∞

−∞

u(x,y,z)dt, µ is the absorption coefficient,

I0 is the intensity of the X-ray beam incident to the sam-
ple, R(θ) is the rocking curve of the DEI-CT system, θA

is the setting angle of the analyzer, and θ is the refrac-
tion angle in the meridianal plane. t is the thickness of
the sample.

According to Eq. (2), many different images can be
obtained by adjusting the setting angle θA of the analyzer
to different angles. Among the many possible angles, the
two angles θA=−θD/2 and θA=θD/2 are those most of-
ten used, obtaining two different images identified as the
up slope image [6]:

IU=I0e
−M(x,y)R

(

−θD

2

)

[1+CUθ]. (3)

And the down slope image

ID=I0e
−M(x,y)R

(

θD

2

)

[1+CDθ]. (4)

Here, θD is the Darwin width of the rocking curve,

CU=
1

R

(

−θD

2

)

dR

(

−θD

2

)

dθA

, CD=
−1

R

(

θD

2

)

dR

(

θD

2

)

dθA

.

Combining the up slope and the down slope images the
absorption image and the refraction image can be ob-
tained respectively:

Isum = IU+ID, (5)

θ =
1

CU

IU−ID

IU+ID

. (6)

The refraction image has a higher contrast and reso-
lution than conventional X-ray projection imaging. How-
ever, it is still a 2-D image and all structures inside an
object overlap so that it is hard to determine the precise
volumetric location of many details inside it. A reliable
way to overcome this problem is to combine the DEI
method with a CT scan approach to collect real volu-
metric data, a method that is known as DEI-CT.
Refraction CT based on the DEI set-up

In general the relation between the phase gradient
and the refractive index is [11]

λ

2π

d

ds
∇Φ(x,y,z)=∇n(x,y,z), (7)

where s denotes the position along the path of the X-ray
beam. When the X-ray beam goes along the z axis, the
beam emerging from the object has a refraction angle
given by the integral of all deviations along the path of
the beam. Moreover, the phase gradient is small, so the
three integrals corresponding to the three components of
the gradient of the refractive index are:

θx =

∫
sample

∂n(x,y,z)

∂x
dz, (8)

θy =

∫
sample

∂n(x,y,z)

∂y
dz, (9)

and

θz=

∫
sample

∂n(x,y,z)

∂z
dz=0, (10)

where θx and θy are the refraction angles in the x-z and
the y-z plane, respectively. In Fig. 4(a) and (b), two dif-
ferent DEI-CT setups are shown. Because ∂n(x,y,z)/∂y
is a rotational invariant to reconstruct the slice images,
the setup in Fig. 4(a) is based on the conventional algo-
rithm, and the ∂n(x,y,z)/∂x contribution cannot be col-
lected because of the crystal properties. In contrast, in
the second experimental setup, shown in Fig. 4(b), only
the ∂n(x,y,z)/∂x contribution plays the major role in the
DEI-CT. But the behavior of ∂n(x,y,z)/∂x showed in
panel (b) is not constant under rotation, which does not
satisfy the requirement for CT reconstruction. There-
fore, a new CT algorithm based on the layout of Fig. 4(b)
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Fig. 4. (a) The rotation axis of the sample is parallel to that of the analyzer; (b) The rotation axis of the sample
is perpendicular to that of the analyzer; (c) (x,y,z) and (x′,y′,z) are associated with the X-ray beam and the
sample respectively, Θ is the rotational angle between the two reference frames; (d) Scheme of the refracted X-rays
emerging from the sample when the latter is rotated Θ around an axis perpendicular to the paper.

has to be introduced. Looking at Fig. 4(d) and accord-
ing to Eq. (8) and (10), when an X-ray beam propagates
along the z axis, and when the rotation angle of the sam-
ple is Θ=0, we may write [12]:

θx=

∫
sample

∂n(x,y,z)

∂x
dz=

∫
sample

|∇n|sinφdz (11)

and

0=

∫
sample

∂n(x,y,z)

∂z
dz=

∫
sample

|∇n|cosφdz. (12)

Combining Eqs. (11) and (12), we obtain

iθx=

∫
sample

|∇n|exp(iφ)dz. (13)

Looking at the layout of Fig. 4(b), when the sample ro-
tates around the axis perpendicular to the sample stage,
Θ 6=0 and a similar equation can be written:

iθΘ
x exp(−iΘ) =

∫
sample

|∇n|exp(iφ)dz

=

∫
sample

[

∂n(x′,y′,z′)

∂z′
+i

∂n(x′,y′,z′)

∂x′

]

dz,

(14)

in which

|∇n|exp(iφ)=
∂n(x′,y′,z′)

∂z′
+i

∂n(x′,y′,z′)

∂x′

is a rotational invariable. Excluding the imaginary term,
it is very similar to Eq. (10) in Ref. [13]. Combining
Eqs. (2) and (10), we obtain:

θΘ
y (x,y) =

[

θD

2

I⊥

U (x,y)−I⊥

D (x,y)

I⊥

U (x,y)+I⊥

D (x,y)

]

Θ

=

∫
sample

∂n(x′,y′,z′)

∂y′
dz. (15)

Combining Eqs. (6) and (10), we obtain:

θΘ
x (x,y)cosΘ =

[

θD

2

I//
U (x,y)−I//

D (x,y)

I//
U (x,y)+I//

D (x,y)

]

Θ

cosΘ

=

∫
sample

∂n(x′,y′,z′)

∂x′
dz, (16)

θΘ
x (x,y)sinΘ =

[

θD

2

I//
U (x,y)−I//

D (x,y)

I//
U (x,y)+I//

D (x,y)

]

Θ

sinΘ

=

∫
sample

∂n(x′,y′,z′)

∂z′
dz, (17)
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where superscripts ⊥ and // denote the rotation axis of
the sample perpendicular or parallel to that of the ana-
lyzer, shown in Fig. 4(a)(b).

According to Eqs. (16) (17) and (4) and CU =−CD,
the low angle images at the rotation angles Θ+π can be
rewritten as [14, 15]:

[IU(−x,y,z)]
Θ+π

=[ID(x,y,z)]
Θ

. (18)

Using this equation, Eqs. (16) and (17) can be rewritten
as [7, 8]:

θΘ
x (x,y)cosΘ

=











1

CL

[

I//
U (x,y,z)

]

Θ
−

[

I//
U (−x,y,z)

]

Θ+π

[

I
//
U (x,y,z)

]

Θ
+

[

I
//
D (−x,y,z)

]

Θ+π











Θ

cosΘ

=

∫
sample

∂n(x′,y′,z′)

∂x′
dz, (19)

θΘ
x (x,y)sinΘ

=











1

CL

[

I//
U (x,y,z)

]

Θ
−

[

I//
U (−x,y,z)

]

Θ+π

[

I//
U (x,y,z)

]

Θ
+

[

I//
U (−x,y,z)

]

Θ+π











Θ

sinΘ

=

∫
sample

∂n(x′,y′,z′)

∂z′
dz. (20)

Equations (19) and (20) can be used with the conven-
tional algorithm to reconstruct three dimensional images
of the gradient of the refractive index. The reconstruc-
tion algorithm formula is [16]:

∂n(x′,y′,z′)

∂x′
=

∫
π

0

dΘ

∫
∞

−∞

[

θΘ
x (x,Θ,y)cosΘ

]

∗F−1{|ρ|}

×δ(x′cosΘ+z′sinΘ−x)dx, (21)

∂n(x′,y′,z′)

∂z′
=

∫
π

0

dΘ

∫
∞

−∞

[

θΘ
x (x,Θ,y)sinΘ

]

∗F−1{|ρ|}

×δ(x′cosΘ+z′sinΘ−x)dx, (22)

∂n(x′,y′,z′)

∂y′
=

∫
π

0

dΘ

∫
∞

−∞

[

θΘ
y (x,Θ,y)

]

∗F−1{|ρ|}

×δ(x′cosΘ+z′sinΘ−x)dx. (23)

Using Eqs. (19) and (21), the algorithm formula to re-
construct the refractive index can be written as [17]:

n(x′,y′,z′) =

∫
π

0

dϕ

∫
∞

−∞

[

θx(x,Θ,y)∗F−1

( |ρ|
2πjρ

)]

×δ(x′cosϕ+z′sinϕ−x)dx. (24)

Figure 1 shows the GUI for DEI reconstruction. Us-
ing the method menu, a user can select the reconstruc-
tion algorithm for refraction CT or DPI-CT, respectively.
Based on the two different optical layouts shown in Fig.
4(a) and (b), two sets of test data, shown in Fig. 5(a)(b),
were collected to test the reconstruction algorithm for
refraction CT. The test sample was a quarter of a sim-
ple epoxy cylinder containing a few air bubbles of dif-
ferent sizes. Fig. 5(b) and (c) are the 108th slice im-
ages of ∂n/∂x,∂n/∂y, the air bubble can be seen clearly.
Fig. 5(c) is the 280th reconstructed slice image of ∂n/∂z;
some of the circles shown in Fig. 5(c) are lighter and the
others are darker. This is because a spherical bubble
can be divided into two symmetrical parts and these two
parts refract the X-ray in opposite directions, and so we
obtain the white and black circles shown in Fig. 5(c).
Fig. 5(e) is the 280th reconstructed slice image of n. All
the reconstructed slice images shown in Fig. 5 agree with
the results in Refs. [16, 18], which demonstrate the ac-
curacy and effectiveness of the DEI reconstruction pro-
gram.

4 Features of DEI information extrac-

tion

As described by Eq. (2), the two images obtained us-
ing the analyzer set to the sides of the rocking curve are
observed to contain a mixture of refraction and absorp-
tion. These two images were arithmetically combined to
obtain a refraction angle image with the refraction angle
measured in the diffraction plane of the DEI system. An
absorption image was also obtained. However, due to

Fig. 5. Refraction CT data and the reconstructed slice images. (a) (b) two different projective images of the test
sample; (c) the reconstructed slice image of ∂n/∂x; (d) the reconstructed slice image of ∂n/∂y; (e) the reconstructed
slice image of ∂n/∂z; (f) the reconstructed slice image of n.
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the limited information contained in the images, it was
not possible to use the previous DEI method described
by Eq. (2) to determine scattering information, because
Eq. (2) neglects the contribution of small angle scatter-
ing. Therefore, a more accurate DEI method is needed
to determine the extinction, refraction, absorption and
small angle scattering properties of the object from the
measured intensities.

A simpler and more effective method is the multiple-
images statistical (MIS) method, which makes several
image measurements of the object at various settings of
the analyzer crystal in relation to the rocking curve. To
apply this method, a model of the object’s absorption,
refraction angle and extinction has been developed. To
simplify the model, a Gaussian angular distribution and
single scattering theory were used. This model simulates
the rocking curve observed in a detector pixel through
the object with the DEI system [19]:

I = I0e
−M

∫+∞

−∞

{

e−Γ δ(θ−θx)

+
1√
2πσ

(1−e−Γ )e−(θ−θx)2/2σ2

}

∗Rint(θ−θx)dθ. (25)

Where Γ =

∫
∞

−∞

χdt, σ =

∫
∞

−∞

ωsdt, χ is the extinction

coefficient, ωs is the Gaussian width of scatter distribu-
tion. Rint(θ) is the intrinsic rocking curve, which is the
reflectivity profile obtained in the absence of the object.
This equation has two parts. The first part is the di-
rect beam, which experiences intensity loss from absorp-
tion and extinction, and the second part is the scattered
beam. The first portion after integration has a width
given by the DEI system rocking curve. The second part,
by the same token, has a width determined by the con-
volution of the ultra-small angle scattering distribution
of the object with the DEI system. Also, it should be
noted that this model has the following normalized value
when integrated over all the settings of the analyzer:

Ω=

∫
I(θA)/I0dθA=ωinte

−M . (26)

Where ωint is the integral of Rint(θ), when there is no
object present then the integrated reflectivity is simply
ωint. Therefore, Eq. (26) suggests that the scattered in-
tensity is not really lost but only scattered away and can
be recovered by integrating Eq. (25) or by integrating
the observed intensity profile. Thus, this model has the
properties we expect from an object that refracts, ab-
sorbs, and scatters X-rays. Using this model, the MIS
method can obtain the refraction angle θx from the cen-
troid of the sample rocking curve obtained at each point

in the image. Moreover, integrating the rocking curve
obtained at each pixel and normalizing this integral by
the intrinsic rocking curve determines the absorption im-
age according to [19]:

M =−ln

(

Ω

ωint

)

. (27)

After M has been found, the estimate of the extinction
image Γ is obtained by assuming the maximum mea-
sured photon count as the rocking curve is affected by
only absorption and extinction according to [19]:

Γ =−ln(Ipeak/I0)+M. (28)

An initial estimate of the scattering width σ, was ob-
tained from the Darwin width (θD) of the intrinsic rock-
ing curve and the measured FWHM (σR) at the pixel
location, according to:

σ=
√

σ2
R−θ2

D. (29)

Because Eq. (28) resembles Beer’s law, the extinction
image Γ can be reconstructed with the conventional CT
algorithm based on the Radon transformation, which is
diffraction peak imaging CT (DPI-CT).

Fig. 6. The DEI information Extraction GUI with
test data (a sample composed of paper and a
cylindrical Lucite rod). (b) shows the extinction
image Γ , (c) the scattering width image σ, (d) the
absorption image M , and (e) the refraction angle
image θx.
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A screen shot of the GUI for the DEI information Ex-
traction is shown in Fig. 6. A test dataset of a 0.5 mm
diameter Lucite rod overlaid by paper layers (0–7 lay-
ers) demonstrates the capability of this program. As
shown in Fig. 6(b), it is clear that with an increasing
number of paper layers, the extinction increases. The
intensity changes as a step function from one layer to
the next, which proves that the algorithm described by
equation (28) isolates the refraction and absorption ef-
fects from extinction. Fig. 6(c) is the scattering width
image σ, which is similar to the extinction image shown
in Fig. 6(b). Fig. 6(d) and Fig. 6(e) are the absorption
image M and refraction angle image θx, respectively. Be-
cause of the shape of the Lucite rod, positive and neg-
ative contrasts are observed in Fig. 6(e). This implies
that the refracted beam changes direction.

5 Conclusion

The DEIReconstructor software has been developed
to fulfill the demands of modern DEI experiments. It
integrates mathematical and visualization capabilities to
support imaging pre-processing, extract the absorption,
refractive and scattering information from diffraction en-
hanced imaging, and allows for parallel-beam tomogra-
phy reconstruction for DEI-CT. The DEIReconstructor
GUI has been carefully constructed to be easy to use
and is a powerful tool for visualization of the internal
structure of low-Z samples. Future developments of the
software will focus on speed improvement (algorithms,
higher degree of parallelization). The code can be pro-
vided by the author (zhangk@ihep.ac.cn).
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